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ABSTRACT. The effect of splitting, rearrangement, and grouping series alterations on the summability of a convergent series by $l-l$ and cs-cs matrix methods is studied. Conditions are determined that guarantee the existence of alterations that are transformed into divergent series and into series with preassigned sums.
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1. INTRODUCTION.

By an alteration of a series we will mean one of the three types: grouping, rearrangement, or splitting. The two types of summability methods we will be concerned with are cs-cs and $l-l$ methods. The sequence $x$ is in cs if $\sum_{i=1}^{\infty} x_i$ is convergent and in $l$ if $\sum_{i=1}^{\infty} |x_i| < \infty$. P. Vermes [1] characterized cs-cs methods $A$ by the two properties
\[ \sum_{pq} a_{pq} \text{ converges for each } q \]  \hspace{1cm} (1.1)

and

\[ \sup_m \left\| \sum_{p=1}^{m} (a_{pq} - a_{p,q-1}) \right\| < \infty. \]  \hspace{1cm} (1.2)

Knopp and Lorentz [2] have characterized $A$-methods by the property

\[ \sup q \left\| a_{pq} \right\| < \infty. \]  \hspace{1cm} (1.3)

Each of the above methods is limit-preserving ($\sum_{q} x_{q} = \sum_{p} (Ax)_{p}$) whenever

\[ \sum_{p} a_{pq} = 1 \text{ for each } q. \]  \hspace{1cm} (1.4)

The main purpose of this paper is to determine what effect alterations of a convergent series may have on the summability of the series under methods of the above type. In \S 2, we describe each of the alteration types and investigate properties of the alterations and their respective matrix representations. In \S 3, alterations of convergent series that map to divergent series by cs-cs or $\ell$-$\ell$ transformations are determined. Finally, \S 4 is concerned with alterations that are mapped by cs-cs or $\ell$-$\ell$ transformations to series that sum to a pre-assigned value $\sigma$.

2. ALTERATIONS OF SERIES.

By a grouping alteration of a series \( \sum_{i} x_{i} \) we will mean a series \( \sum_{i} y_{i} \) determined by an increasing sequence of positive integers \( \{k(i)\}_{i=1}^{\infty} \) where the first term of the altered series is the sum of the first \( k(1) \) terms of the original series, and for \( i > 1 \)

\[ y_{i} = \sum_{j=k(i-1)+1}^{k(i)} x_{j}. \]

Grouping alterations may be written in matrix form as transformations with all entries 0 or 1 that satisfy all requirements for limit-preserving cs-cs and $\ell$-$\ell$ methods.
Rearrangements are perhaps the most familiar type of series alteration. They may be represented in matrix form as transformations with all entries 0 or 1 which have exactly one nonzero entry in each row and each column. Such maps are easily seen to be limit-preserving $\ell_\infty$ transformations, but they need not necessarily be cs-cs. The answer to the question of precisely which rearrangements preserve the limit of all convergent series dates at least as far back as 1946 when Levi [3] first established that a rearrangement $p(1), p(2), p(3), \ldots$ of the positive integers will always yield a convergent rearranged series $\sum_{k} a_{p(k)} = \sum_{k} a_{k}$ whenever $\sum_{k} a_{k}$ is convergent if and only if there exists an integer $N$ such that for each $m$ the set of integers $p(1), \ldots, p(m)$ can be represented as the union of $N$ or fewer blocks of consecutive integers. Subsequent proofs of the same result were obtained by Agnew [4] and Guha [5]. Guha's proof is of particular interest here since he utilized (1.1) and (1.2) in his proof, a technique we will use in the proof of our Theorem 2 later.

Splittings of series were introduced by P. Wuyts [6]. If $\sum_{i} a_{i}$ is a series, then for each $i$ we write $a_{i} = a(i,1) + \ldots + a(i,k_{i})$. The resulting series

\begin{equation}
a(1,1) + \ldots + a(1,k_{1}) + a(2,1) + \ldots + a(2,k_{2}) + \ldots
\end{equation}

(2.1)

is a splitting of the original series. In one way a splitting may be thought of as being the opposite of a grouping alteration since a grouping alteration produces a new series with sequence of partial sums a subsequence of the original series sequence of partial sums and a split series produces a supersequence of the original sequence of partial sums. The following theorem provides even more insight into the connection between these two types of alterations.

**Theorem 1.** Let $\sum_{i} x_{i}$ and $\sum_{i} y_{i}$ be two series. There exist a splitting $\sum_{i} a_{i}$ of $\sum_{i} x_{i}$ and a grouping alteration $\sum_{i} b_{i}$ of $\sum_{i} a_{i}$ such that $b_{i} = y_{i}$ for each $i$.

**Proof.** We first determine a splitting $\sum_{i} a_{i}$ of $\sum_{i} x_{i}$ by letting $a_{1} = y_{1}$,

\begin{align*}
a_{2n} &= x_{n} - a_{2n-1}, \quad \text{and} \\
a_{2n+1} &= y_{n+1} - a_{2n} \quad \text{for } n = 1, 2, 3, \ldots.
\end{align*}

Note that
\[ a_{2n-1} + a_{2n} = x_n \] for each \( n \). We now determine a grouping alteration \( \sum_1 b_1 \) of \( \sum_1 a_1 \) by letting \( b_1 = a_1 \) and \( b_{n+1} = a_{2n} + a_{2n+1} \). Then \( b_1 = a_1 = y_1 \) and \( b_{n+1} = (x_n - a_{2n-1}) + (y_{n+1} - a_{2n}) = y_{n+1} \) for \( n > 1 \), hence the proof is complete.

Representations of splittings in matrix format presents some difficulty if the series contains zero terms. If the series does not contain any zero terms, (2.1) may be expanded as

\[ a_1 (b(1,1) + \ldots + b(1,k_1)) + a_2 (b(2,1) + \ldots + b(2,k_2)) + \ldots \]

where

\[ b(i,1) + \ldots + b(i,k_i) = 1 \] (2.2)

for each \( i \). The splitting may now be represented in matrix form as a series to series transformation where each row has exactly one nonzero entry. The first \( k_1 \) entries of the first column will be \( b(1,1) \), \( \ldots \), \( b(1,k_1) \), and the \( k_1 + 1 \) through the \( k_1 + k_2 \) entries of the second column will be \( b(2,1) \), \( \ldots \), \( b(2,k_2) \). The remaining columns are formed similarly.

THEOREM 2. The splitting matrix \( B \) is cs-cs if and only if

\[ \sup_{n,k} |b(n,1) + \ldots + b(n,k)| < \infty, \]

and \( B \) is \( \ell_2 \) if and only if

\[ \sup_n \left( |b(n,1)| + \ldots + |b(n,k_n)| \right) < \infty. \]

Furthermore, any splitting matrix that is cs-cs or \( \ell_2 \) is also limit-preserving.

PROOF. The proof follows from straightforward applications of (1.1), (1.2), (1.3), (1.4), and (2.2) together with the definition of a splitting matrix.

This yields a result reminiscent of, yet distinctly different from, the following theorem due to Wuyts [6].

THEOREM. (Wuyts) The split series (2.1) of a convergent series is itself convergent if and only if

\[ \lim_n \max_{k \leq k_n} |a(n,1) + \ldots + a(n,k)| = 0. \]
3. MAPPINGS TO DIVERGENT SERIES.

In [7] we provided an affirmative answer to the following question proposed by J.A. Fridy [8]: is a null sequence necessarily in \( l \) if there exists a sum-preserving \( l \)-\( l \) matrix that maps all rearrangements of \( x \) into \( l \)? A similar question is as follows: if \( x \in cs (l) \) and \( A \) is a limit-preserving cs-cs (\( l \)-\( l \)) matrix, does there exist an alteration of \( x \) that \( A \) fails to map into cs (\( l \))? Grouping alterations are always limit-preserving cs-cs and \( l \)-\( l \) transformations, therefore it is easy to see that if \( A \) is a limit-preserving cs-cs (\( l \)-\( l \)) matrix and \( x \in cs (l) \), then \( A \) will map every grouping alteration of \( x \) into cs (\( l \)).

Rearrangements are also limit-preserving \( l \)-\( l \) transformations, therefore it follows that \( A \) will map every rearrangement of \( x \in l \) into \( l \) whenever \( A \) is \( l \)-\( l \). Rearrangements are not necessarily cs-cs as noted above. The following theorem resolves the question in case \( x \in cs \) and \( A \) is cs-cs.

**THEOREM 3.** Let \( A \) be a limit-preserving cs-cs matrix and \( x \in cs \) such that \( x \notin l \). There exists a rearrangement \( y \) of \( x \) such that \( Ay \notin cs \).

**PROOF.** By (1.2) it is clear that each row of \( A \) is of bounded variation and hence is convergent to some \( L \). Suppose row \( p \) of \( A \) converges to \( L \neq 0 \). We now construct a rearrangement \( y \) of \( x \) such that \( \sum_{q}^{\infty} a_{pq} y_{q} \) fails to converge. Suppose the first \( n \) terms of \( y \) have been determined. Let \( K = 1 + |L|(1 + \max_{1} |x_{1}|) \) and \( m > n + 1 \) such that

\[
\sum_{q=m}^{\infty} |a_{pq} - a_{p,q+1}| < |L|/4K
\]

and

\[
|e_{pt}| = |a_{pt} - L| < |L|/4K
\]

for \( t \geq m \). Choose \( y_{1} = x_{j} \) where \( j = \min{q} : x_{q} \) is not one of \( y_{1}, \ldots, y_{i-1} \) for \( n < i < m \). Rearrange the terms of \( x \) not included in \( y_{1}, \ldots, y_{m-1} \) into a sequence \( \{z_{i}\}_{i=m}^{\infty} \) such that
\[ \sum_{i=m}^{\infty} z_i = 2/L + 1 \]

and

\[ \sup_k |\sum_{i=m}^{k} z_i| < 2K/L. \]

Let \( k > m \) such that \( |\sum_{i=m}^{k} z_i| > 2/L \). Then

\[ |\sum_{q=m}^{k} a_{pq} z_q| = |L||\sum_{q=m}^{k} z_q| - \sum_{q=m}^{k-1} |e_{pq} - e_{p,q+1}||\sum_{i=m}^{k} z_i| - |e_{pq}||\sum_{i=m}^{k} z_i| > 1. \]

Let \( y_i = z_i \) for \( m < i < k \) and continue this building process to obtain a rearrangement \( y \) of \( x \) such that for each \( N \) there exist \( n, m > N \) such that

\[ |\sum_{q=n}^{m} a_{pq} y_q| > 1. \]

Suppose now that each row of \( A \) is null. Let \( \{y(l,j)\}_{j=1}^{\infty} \) be a rearrangement of \( x \) such that \( \sum_{q} y(l,q) = 2 \) and

\[ \sup_n |\sum_{q=1}^{n} y(l,q)| < M = 3(\sup_i |x_i| + 1). \]

Let \( p(1) > 0 \) such that

\[ |\sum_{q=1}^{p(1)} a_{pq} y(l,q)| - 2 < 1/4. \]

Choose \( q(1) > 0 \) such that

\[ |\sum_{q=1}^{p(1)} a_{pq} y(l,q)| - 2 < 1/4 \quad (3.1) \]

and

\[ \sup_{k \leq p(1)} \sum_{q=1}^{k} |a_{pq} - a_{p,q+1}| < 1/8. \quad (3.2) \]

Let \( y_i = y(l,i) \) for \( 1 < i < q(1) \). Let \( y(q(1)+1) = x_j \) where for \( q = q(1) \)

\[ j = \min\{i: x_i \text{ is not one of } y_1, \ldots, y_q\}. \quad (3.3) \]

Let \( \{y(2,j)\}_{j=1}^{\infty} \) be a rearrangement of \( x \) such that \( y(2,q) = y_q \) for \( 1 < q < q(1) + 1, \sum_{q} y(2,q) = 0, \) and \( \sup_n |\sum_{q=1}^{n} y(2,q)| < M. \) Let \( p(2) > p(1) \)
such that

\[ \left| \sum_{p=1}^{P(2)} \sum_{q=1}^{q(2)} a_{p,q} y(2,q) \right| < 1/8. \]

Choose \( q(2) > q(1) + 1 \) such that

\[ \left| \sum_{p=1}^{P(2)} \sum_{q=1}^{q(2)} a_{p,q} y(2,q) \right| < 1/8 \]  \hspace{1cm} (3.4)

and

\[ \sup_{k \leq p(2)} \sup_{q=k(2)+1}^{\infty} \left| a_{p,q} - a_{p,q+1} \right| < 1/16. \]  \hspace{1cm} (3.5)

Let \( y_i = y(2,i) \) for \( q(1) + 1 < i < q(2) \) and \( y_{q(2)+1} = x_j \) where \( j \) is selected as in (3.3) for \( q = q(2) \).

This selection process may be continued for \( y \). Since \( \sup_{n} \left| \sum_{q=1}^{m} q_{n}y_{q} \right| \leq M \), it follows that \( \sup_{n,m} \left| \sum_{q=n}^{m} q_{n}y_{q} \right| \leq 2M \). Therefore by the pattern established by (3.2) and (3.5), \( \sum_{q=1}^{\infty} a_{p,q} y_{q} \) will converge for each \( p \). It also follows from (3.1) and (3.4) that the selection process for \( y \) may be accomplished so that

\[ \left| \sum_{p=1}^{P(2n)} (Ay)_p - \sum_{p=1}^{P(2n+1)} (Ay)_p \right| > 1 \]

for \( n = 0, 1, 2, 3, \ldots \). Hence \( A \) fails to map \( y \) to \( cs \), and the proof is complete.

Splittings need not be \( cs-cs \) or \( \ell-\ell \) maps. The following theorem leads to an answer to the question as to whether a limit-preserving \( cs-cs \) (\( \ell-\ell \)) matrix necessarily maps some splitting of every series \( x \) in \( cs \) (\( \ell \)) into a series not in \( cs \) (\( \ell \)).

**THEOREM 4.** Let \( A \) be a matrix with an infinite number of nonzero columns, each one of which is in \( cs \). If \( x \) is a sequence, then there exists a splitting \( y \) of \( x \) such that \( Ay \) is not null.

**PROOF.** Suppose \( A \) has a row \( k \) that is not eventually zero and without loss of generality assume no element of row \( k \) is zero. Define a splitting \( y \) of \( x \) as follows: for \( n = 1, 2, 3, \ldots \) let \( y_{3n-2} = 1/a_{k,3n-2} \), \( y_{3n-1} = -y_{3n-2} \), and \( y_{3n} = x_n \). Clearly \( \lim_{n} |a_{kn} y_n| \neq 0 \), and \( Ay \) fails to exist.
Assume now that $A$ is row finite, and for row $p$ let $k(p)$ be the last nonzero element of row $p$. If row $p$ is a row of all zeros let $k(p) = 0$. Let $p(1) \geq 1$ such that $k(p(1)) > 1$. Let $y_1 = \cdots = y_{k(p(1)) - 1} = 0$, $y_{k(p(1))} = 1/a_{p(1), k(p(1))}$, and $y_{k(p(1)) + 1} = x_1 - y_{k(p(1))}$.

Let $p(2) > p(1)$ such that $\sum_{q=1}^{k(p(1)) + 1} a_{p(2), q} y_q < 1/2$ and $k(p(2)) > k(p(1)) + 1$. Let $y_i = 0$ for $k(p(1)) + 1 < i < k(p(2))$, $y_{k(p(2))} = 1/a_{p(2), k(p(2))}$, and $y_{k(p(2)) + 1} = x_2 - y_{k(p(2))}$.

This selection process for $y$ may be continued so that $|(Ay)_{p(i)}| > 1/2$ for each $i$. It follows that $Ay$ fails to be null, and the proof is complete.

**Corollary 5.** If $A$ is a limit-preserving cs-cs ($\ell$-$\ell$) matrix and $x \in cs (\ell)$, then there exists a splitting $y$ of $x$ such that $Ay$ fails to be in $cs (\ell)$.

4. **Mappings to preassigned limits.**

Rearrangement is the only series alteration method of our three types that can produce a new series with sum different from that of the original series. A more interesting question is the following: if $A$ is a limit-preserving cs-cs ($\ell$-$\ell$) matrix and $\sigma$ is a preassigned value, under what conditions can a convergent series be altered so that $A$ maps the altered series to one that sums to $\sigma$?

The answer for grouping alterations is easy since groupings are limit-preserving cs-cs and $\ell$-$\ell$ maps: the alteration exists only when $\sigma$ is the sum of the original series. The same answer applies when $A$ is $\ell$-$\ell$, $x \in \ell$, and the alteration is rearrangement. When $A$ is cs-cs, $x \in cs$ but $x \notin \ell$, and the alteration is a rearrangement, the desired alteration will always exist.

The answer for splitings is more complex and in fact depends on the particular matrix $A$ in question. If the limit-preserving cs-cs ($\ell$-$\ell$) matrix is equivalent to convergence it is clear that $A$ can map a splitting of the original series to a series with sum $\sigma$ only if $\sigma$ is the sum of the original series.
THEOREM 6. Let $A$ be a matrix with null rows and an increasing sequence of columns $\{q(i)\}_{i=1}^{\infty}$ such that

$$
\sum_{p=1}^{n} a_{p,q(i)} = 1 \text{ for } i = 1, 2, 3, \ldots \tag{4.1}
$$

and

$$
\lim_{n} \left( \sup_{n} \left| \frac{\sum_{p=1}^{n} (a_{p,q(2i)} - a_{p,q(2i-1)})}{a_{p,q(2i-1)}} \right| \right) = 0. \tag{4.2}
$$

If $x$ is any sequence with $\{\sum_{i=1}^{\infty} x_i\}_{n=1}^{\infty}$ bounded and $\sigma$ is any number, then there exists a splitting $y$ of $x$ such that $Ay \in cs$ with sum $\sigma$.

PROOF. Let $y_{q(1)} = \sigma$ and $p(1) > 0$ such that if $t \geq p(1)$, then

$$
|\sigma| \left| \sum_{p=1}^{t} a_{p,q(1)} - 1 \right| < 2^{-1}. \tag{4.3}
$$

Using (4.2) and the fact that $A$ has null rows, choose $k(1) = q(2i - 1)$ such that if $i > 1$ and if $k(2) = q(2i)$, $y_{k(1)} = x_i - \sigma$, $y_{k(2)} = \sigma - x_i$, and $y_i = 0$ otherwise for $i < k(2)$, then

$$
\sum_{i=1}^{\infty} \sum_{p=1}^{k(1)} |a_{p,k(i)} y_{k(i)}| < 2^{-2}. \tag{4.4}
$$

and

$$
\sup_{n} \left| \sum_{p=1}^{n} (a_{p,k(1)} - a_{p,k(2)}) \right| < 2^{-2}/(|\sigma - x_i| + 1). \tag{4.5}
$$

Let $p(2) > p(1)$ such that if $t \geq p(2)$, then

$$
|\sigma| \left| \sum_{p=1}^{t} a_{p,q(1)} - 1 \right| < 2^{-2}. \tag{4.6}
$$

and

$$
\left| \sum_{p=1}^{t} a_{p,k(1)} y_{k(1)} + \sum_{p=1}^{t} a_{p,k(2)} y_{k(2)} \right| < 2^{-3}. \tag{4.7}
$$

Again using (4.2) and the fact that $A$ has null rows, choose $k(3) = q(2i - 1) > k(2)$ such that if $k(4) = q(2i)$, $y_{k(3)} = \sum_{i=1}^{2} x_i - \sigma$, $y_{k(4)} = \sigma - \sum_{i=1}^{2} x_i$, and $y_i = 0$ otherwise for $k(2) < i < k(4)$, then

$$
\sum_{i=3}^{\infty} \sum_{p=1}^{k(2)} |a_{p,k(i)} y_{k(i)}| < 2^{-3}. \tag{4.8}
$$

and

$$
\sup_{n} \left| \sum_{p=1}^{n} (a_{p,k(3)} - a_{p,k(4)}) \right| < 2^{-4}/(|\sigma - \sum_{i=1}^{2} x_i| + 1). \tag{4.9}
$$
This selection process for $y$ may be continued such that the pattern established by (4.3), (4.5), and (4.8) implies that for $n > p(1)$

$$\left| \sum_{p=1}^{n} \sum_{q} a_{pq} y_q - \sigma \right| < 1,$$

the pattern established by (4.6), (4.7), and (4.9) implies that for $n > p(2)$

$$\left| \sum_{p=1}^{n} \sum_{q} a_{pq} y_q - \sigma \right| < 2^{-1},$$

and in general for $n > p(k)$

$$\left| \sum_{p=1}^{n} \sum_{q} a_{pq} y_q - \sigma \right| < 2^{1-k}.$$

COROLLARY 7. A sufficient condition for a limit-preserving cs–cs matrix to be stronger than convergence is that $A$ have null rows and satisfy (4.2).

COROLLARY 8. Let $A$ be a limit-preserving cs–cs ($l-\ell$) matrix with null rows satisfying (4.2). If $x \in cs (\ell)$ and $\sigma$ is any number, then there exists a splitting $y$ of $x$ such that $Ay \in cs$ with sum $\sigma$. If instead of (4.2) $A$ satisfies

$$\lim_{p \to \infty} \sum_{q(2n-1)} a_{p,q} - a_{p,q(2n-1)} = 0, \quad (4.10)$$

then a splitting $y$ of $x$ exists such that $Ay \in l$ with sum $\sigma$.

COROLLARY 9. A sufficient condition for a limit-preserving $\ell-\ell$ matrix to be stronger than convergence is that $A$ have null rows and satisfy (4.10).

REFERENCES


6. Wuyts, P. On splitting the terms in a convergent series, Simon Stevin 11(1949) 180-188.


Mathematical Problems in Engineering

Special Issue on
Time-Dependent Billiards

Call for Papers

This subject has been extensively studied in the past years for one-, two-, and three-dimensional space. Additionally, such dynamical systems can exhibit a very important and still unexplained phenomenon, called as the Fermi acceleration phenomenon. Basically, the phenomenon of Fermi acceleration (FA) is a process in which a classical particle can acquire unbounded energy from collisions with a heavy moving wall. This phenomenon was originally proposed by Enrico Fermi in 1949 as a possible explanation of the origin of the large energies of the cosmic particles. His original model was then modified and considered under different approaches and using many versions. Moreover, applications of FA have been of a large broad interest in many different fields of science including plasma physics, astrophysics, atomic physics, optics, and time-dependent billiard problems and they are useful for controlling chaos in Engineering and dynamical systems exhibiting chaos (both conservative and dissipative chaos).

We intend to publish in this special issue papers reporting research on time-dependent billiards. The topic includes both conservative and dissipative dynamics. Papers discussing dynamical properties, statistical and mathematical results, stability investigation of the phase space structure, the phenomenon of Fermi acceleration, conditions for having suppression of Fermi acceleration, and computational and numerical methods for exploring these structures and applications are welcome.

To be acceptable for publication in the special issue of Mathematical Problems in Engineering, papers must make significant, original, and correct contributions to one or more of the topics above mentioned. Mathematical papers regarding the topics above are also welcome.

Authors should follow the Mathematical Problems in Engineering manuscript format described at http://www.hindawi.com/journals/mpe/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/ according to the following timetable:

<table>
<thead>
<tr>
<th>Event</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manuscript Due</td>
<td>December 1, 2008</td>
</tr>
<tr>
<td>First Round of Reviews</td>
<td>March 1, 2009</td>
</tr>
<tr>
<td>Publication Date</td>
<td>June 1, 2009</td>
</tr>
</tbody>
</table>

Guest Editors

Edson Denis Leonel, Departamento de Estatística, Matemática Aplicada e Computação, Instituto de Geociências e Ciências Exatas, Universidade Estadual Paulista, Avenida 24A, 1515 Bela Vista, 13506-700 Rio Claro, SP, Brazil; edleonel@rc.unesp.br

Alexander Loskutov, Physics Faculty, Moscow State University, Vorob’evy Gory, Moscow 119992, Russia; loskutov@chaos.phys.msu.ru